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ACCURACY ASSESSMENT FOR DIVERSE GRID SIZES

Interpolation of Lidar Point Clouds

For representing terrain heights INSPIRE, which is aimed at creating an EU spatial data infrastructure, has developed specifications for digital terrain models (DTMs). DTMs are preferred as the main source for computing risks of flooding and other analytical tasks while their quality should be specified in terms of accuracy and resolution, i.e. grid size. Here, the author applies five interpolation methods to two airborne Lidar datasets both located in northwest Italy – one capturing a mountainous area and the other a flat urban area – and investigates the resulting accuracy for diverse grid sizes.

Interpolation Methods

The five interpolation methods used are: inverse distance weighting (IDW), natural neighbour (NN) and three variations on splines. In both the IDW and NN methods, heights of unknown points are calculated as a weighted average of known points in the vicinity. In IDW the influence of known points depends on a power of the distance to the unknown point. Other setting parameters are the number of known points and the size and shape of the search area. The power was set to 2, the radius to variable and the maximum number of points to 12. NN uses area derived from a Voronoi tessellation to define the weight. No parameters have to be specified. The third, fourth and fifth methods are based on splines. This approach is well suited for the creation of smoothly varying surfaces. The three variations on splines are: regularised (SpR), tension (SpT), and tension with barriers (SpTb). Breaklines may be included in SpTb by defining weight and number of points. For the regularised method, the weight defines the smoothness of the surface; the higher the weight, the smoother the surface. Typical values are 0, 0.001, 0.01, 0.1 and 0.5. In this study, 0.1 was used. In the tension method: the higher the weight, the coarser the surface. Typical values are 0, 1, 5, and 10. In this case, 0.1 was used. The more points, the smoother the surface will be at the expense of longer computation times. Here, the same number of points was used as for IDW, namely 12. Kriging has been excluded as the results would be similar to splines.

Test data and area

The test data, which was captured over two areas in Italy – Bardonecchia and Grugliasco (Figure 1) – has been acquired through airborne Lidar using the Leica Geosystems AL S50-II. This system employs multiple pulses in air (MPIA), has a maximum pulse rate of 150kHz and a scanning frequency of 90 lines per second while it records 4 returns, including first and last. The survey was originally aimed at creating orthomagery at scale 1:5,000 and bare ground DTMs with height accuracy (combined systematic and random error) of 0.6m and a grid size of 5m. The actual survey was conducted with a pulse rate of 66.4kHz and scanning frequency of 21.4Hz while the intensities of the four returns were recorded. Points reflected on vegetation and buildings were removed using filters. Table 1 shows other key survey parameters.

Flying height 200m-6,000m above ground
Field of view (FoV) 58°
Average point density 0.22 pts/m²
Average point spacing 2.12 pts/m

Table 1, Lidar survey specifications.

Although similar in size, the terrain characteristics of the two test areas differ significantly. Bardonecchia is located in the western Alps, close to the border with France, and covers an area of 39.20km² with altitudes varying from 1,230m to 2,200m. Grugliasco is an urban area located 10km west of Turin and covers 38.44km² with altitudes varying from 260m to 470m and is thus relatively flat. Over 12 million Lidar points were captured of the Bardonecchia site and nearly 11 million of the Grugliasco site, which results in – given the area – average densities of 1 point per 3.26m² and 1 point per 3.54m² respectively. Breaklines necessary for conducting interpolation by SpTb have been manually extracted from stereo imagery using a photogrammetric workstation.

Results

As the aim was to quantify how interpolation diminishes the accuracy with respect to the original Lidar points, around 1% of the Lidar points were randomly selected as check points. The other 99% were iteratively resampled to generate eight subsets with subsequent lower densities (Table 2). Each subset was interpolated with the five methods described above at three grid sizes: 5 x 5m, 10 x 10m and 20 x 20m. Next each grid height was compared with the height at the check point. To determine the height at the exact corresponding location, bilinear interpolation was applied using four surrounding check points. The root mean square error (RMSE) was computed using Esri ArcGis 10.1 and Python scripting. Residuals and statistical analyses were executed using the free software environment for statistical computing and graphics of the R project (http://www.r-project.org/).

<table>
<thead>
<tr>
<th>Density [1 pnt per</th>
<th>50m²</th>
<th>100m²</th>
<th>200m²</th>
<th>400m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11,897,765</td>
<td>7,841,600</td>
<td>3,920,800</td>
<td>1,960,400</td>
</tr>
<tr>
<td>2</td>
<td>7,841,600</td>
<td>3,920,800</td>
<td>1,960,400</td>
<td>98,020</td>
</tr>
<tr>
<td>3</td>
<td>3,920,800</td>
<td>1,960,400</td>
<td>98,020</td>
<td>98,020</td>
</tr>
<tr>
<td>4</td>
<td>1,960,400</td>
<td>98,020</td>
<td>98,020</td>
<td>98,020</td>
</tr>
<tr>
<td>5</td>
<td>784,160</td>
<td>784,160</td>
<td>784,160</td>
<td>784,160</td>
</tr>
<tr>
<td>6</td>
<td>392,080</td>
<td>392,080</td>
<td>392,080</td>
<td>392,080</td>
</tr>
<tr>
<td>7</td>
<td>196,040</td>
<td>196,040</td>
<td>196,040</td>
<td>196,040</td>
</tr>
<tr>
<td>8</td>
<td>98,020</td>
<td>98,020</td>
<td>98,020</td>
<td>98,020</td>
</tr>
</tbody>
</table>

Table 2, Eight subsets created by iteratively resampling to courser densities.

The resulting 24 RMSEs per method for Bardonecchia are shown in Figure 2 and for Grugliasco in Figure 3. Note that 0 on the horizontal axis indicates the original point density. The RMSEs of Grugliasco (flat urban area) are an order of magnitude of 3 to 4 better than those of Bardonecchia. IDW and NN succeeds in generating the grids of all 8 subsets. Splines are unable to cope with the denser datasets up to 1 point per 10m² and even produce peaks. The saw-tooth shapes of the graphs clearly indicate that – as could be expected – accuracy decreases as point density decreases, i.e. RMSE becomes larger, with IDW being most affected (pink lines). With increasing grid size, accuracy decreases rapidly for all methods and this effect is more severe for the urban area (Grugliasco) than for the mountainous area (Bardonecchia).
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